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Announcements
● Project 3 Autograder coming soon…

○ Apologies for the delay, we had some difficulties debugging the autograder for 
this project

● I just discovered that the last day of the term, so everyone will get 1 
extra day on all due dates for this course!

● Final Exam Practice questions coming by Thursday (Friday at the 
latest)

○ Most of them will not be new questions, will give you additional opportunities 
for practice from existing Examlets



Today’s Plan…

1. Announcements! (10 mins)

2. Retrospective Overview of CPSC 203

3. Introduction to Visualizing Literature (30 mins)

○ Content is not examinable on the final exam

○ Another application of “Graphs”



Retrospective Overview of CPSC 203



Today’s Plan…



Slides from the Assigned Videos



Visualizing Literature



Example

http://datamining.typepad.com/data_mining/2011/09/visualizing-lexical-novelty-in-literature.html

http://datamining.typepad.com/data_mining/2011/09/visualizing-lexical-novelty-in-literature.html


Example

http://neoformix.com/2013/NovelViews.html

http://neoformix.com/2013/NovelViews.html


Example

http://www.chrisharrison.net/index.php/Visualizations/BibleViz

http://www.chrisharrison.net/index.php/Visualizations/BibleViz


Example

http://lotrproject.com/statistics/books/

http://lotrproject.com/statistics/books/


Example

http://agoldst.github.io/dfr-browser/

http://agoldst.github.io/dfr-browser/


Example

http://www.emelynbaker.com/westeros.html

http://www.emelynbaker.com/westeros.html


How do we begin?
textRaw = open(‘res/ofk.txt’).read()

returns a string.

We want to analyze the data by word or by ________ or by ________ or by 
________...  

can separate the data into any of these using nltk’s “tokenizer”



Tokenization
Translate: “Astrology. The governess was always\ngetting muddled with her 
astrolabe, and when she got specially muddled she would take it out\nof the 
Wart by rapping his knuckles. She did not rap Kay's knuckles, because when 
Kay grew\nolder”

Into: ['Astrology.', 'The', 'governess', 'was', 'always', 'getting', 'muddled', 'with', 
'her', 'astrolabe', ',', 'and', 'when', 'she', 'got', 'specially', 'muddled', 'she', 
'would', 'take', 'it', 'out', 'of', 'the', 'Wart', 'by', 'rapping', 'his', 'knuckles.', 'She', 
'did', 'not', 'rap', 'Kay', "'s", 'knuckles', ',', 'because', 'when', 'Kay', 'grew', 'older']

http://text-processing.com/demo/tokenize/

http://text-processing.com/demo/tokenize/


Python Demo

The python script in “LecOFK” 
was assembled from examples 
in Ch1-3 of the NLTK book.  
http://www.nltk.org/book/

This chart shows the 30 most 
frequent tokens in the mystery 
book.

http://www.nltk.org/book/


Pre-processing



A feasible sequence...

lower case eliminate 
punctuation

remove stop 
words 

Unify tally for “Valor” and 
“valor”

Depending on task, may not 
want to do this… caps are 
useful for detecting “named 
entities.”

stem



A feasible sequence...

Punct tokenizer leaves periods 
at end of sentences: “father.”

amazingly, it works fine for 
“Dr.”, “$3.50”, “!”

lower case eliminate 
punctuation

remove stop 
words stem



A feasible sequence...

List of common, unhelpful 
words compiled by nltk from 
large corpora.  We keep words 
that aren’t in that list.

More sophisticated approach is 
called tf-idf...

lower case eliminate 
punctuation

remove stop 
words stem



A feasible sequence...

“goes” -> “go” 
“running” -> “run”
“eaten” -> “eat”

NLTK provides the stemmer

lower case eliminate 
punctuation

remove stop 
words stem



Curious?



Resources...
https://classroom.github.com/a/QOTyz_JX

https://www.nltk.org/book/

https://historynewsnetwork.org/article/33359

https://classroom.github.com/a/QOTyz_JX
https://www.nltk.org/book/
https://historynewsnetwork.org/article/33359

